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Big Data Analysis is the market trend today in research institutes and industries.
The data analysis problems can be solved by the machine learning and data mining
techniques. The data mining techniques in the health care system are used to discover the
valuable knowledge, which help the physicians to treat the patients at the earliest. This
paper uses the data mining technology such as feature selection and classification to
develop a predictive model for ovarian cancer detection. A large data set is gathered and
preprocessed. Rough set theory is used to discover the data dependencies and reduce the
feature set contained in the dataset. The Hybrid PSO and ACO (PACO)is used to optimize
the selected featuresto efficiently classify the ovarian cancer tumors, either
malignant(Stage I, Stagell, Stage III, Stage IV) or benign.The Classification task is performed
by the Multi Layer Feed Forward Neural Network (MFFNN) and it is trained using the
backpropagation algorithm with momentum. The performance of the system is measured
in terms of classification accuracy, mean absolute error and root mean square error.

Key words: Ovarian cancer, Big Data Analysis, Feature Selection, Classification,
Rough Set Theory, Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO),
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Cancer isone of the major diseasein the
world and in most cases it results in death. The
ovarian cancer ranksfourth asacause of women’s
deaths. The 70% of women with ovarian cancer
are not aware of the disease until the disease has
advanced, stagelll or IV and it leadsto high death
rate (Di Wang, €t, a., 2014)%. The most effective
way to reduce ovarian cancer deathsisto detect it
earlier. An accurate and reliable diagnosis
procedure should be followed by physicians for
early diagnosis.

Access to accurate, comprehensive, and
timely relevant ovarian cancer data for detect
cancer earlier and determine the effectiveness of
treatment. Knowledge base system capture and
store huge amounts of data elements in several
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format such as text, video, image (Niloofar
Mohammadzadeh, €t, al., 2014). Physiciansfind it
challenge to make accurate decisions when it
contains huge volume of data. A new generation
of computational techniques and tools are
developed to assist people in extracting useful
information from the rapidly increasing volumes
of different type of data. Intelligent DataAnalysis
is data analysis with artificial intelligence
techniques, which can provide access to hidden
information in large databases of clinical datain
hospitals (PRamachandran, €t, al., 2014)8, (K.K.
Ramesh Kumar, et, a., 2014)° . Intelligent data
analysiswith potential information definetly have
a important role in prevention, treatment and
accuracy in diagnosis (Zakaria Suliman, et, al.,
2014)%.

This paper utilizes the data mining
technique to obtain aknowledge based system for
ovarian cancer detection from an unorganized data
set. The major contribution of the paper is as
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follows: (i) initially, the rough set is applied for
datareduction and to improve feature selection(ii)
The Particle Ant Swarm optimization is used to
optimize the rough set feature reduction to
effectively classify the ovarian cancer tumorseither
malignant or benign. iii) Themultilayer feed forward
neural network is used for classification and it is
trained with the optimized feature subset, where
the different stages of ovarian cancer and non
ovarian cancer dataare classified.

The rest of the paper is organized as
follows: Section Il describes the recent related
works about the system. Section |11 describes
Preliminaries for this paper. The materials and
methods are described in the Section IV.
Experimental results and analysis of the proposed
system is described in Section V. Finally, Section
V1 renders the conclusions.

Related Work

(HeshamArafat, et, a., 2012)% investigates
the strategies based on rough set theory with
Particle Swarm Optimization for an adaptivefeature
selection to improve the quality of clinical
diagnosis. The relevance selected feature subset
by the hybrid approach is used to generate decision
rules for the breast cancer classification task to
classify the benign from the malignant cases. The
classification accuracy of the proposed system is
improved by the determined robust feature subset.

(Syed Imran Ali and Waseem Shahzad
2012)™ proposed a feature selection algorithm
based on conditional mutual information and ant
colony optimization inorder to improve the
classification accuracy. The algorithm is pure
feature subset selection, which attain less
computational cost and improved classification
accuracy. The experiment is done on the thirteen
benchmark datasets over the wellknown
classification algorithms. The results shows the
effectiveness of the proposed algorithm.

(Selva Mary, et., 2014)" proposed
approach with fuzzy inference system for effective
classification of genes to their matching gene
types. The proposed classification technique uses
the effective classification techniques such as
Naive Bayes classifier, k-NN and SVM. The
popoular dimensionality reduction suchasMPCA,
PCA based dimensionality reduction, where the
important genes are identified and extracted and
an improved classifier is used for classification.
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The experimental results of the system perform
better satisfactory results, while classifying the
micro array gene expression dataset.

(Dr.K. Usha Rani, 2010)*? proposed a
parallel approach by using the feed forward neural
network to help the diagnosis of breast cancer.
The breast cancer data set is trained with back
propagation algorithm combined with momentum
and variable learning rate in the neural network.
The experiment is compared with the multi layer
neural network and single layer neura network,
and the results shows the multilayer network is
trained quickly than single layer neural network
and also provides satisfactory results for the
classification task.

(Di Wang, &, ., 2014)*, proposed anovel
self organizing neural fuzzy inference system to
help the diagnosis of Ovarian cancer. Genetic
Algorithm based rough set clustering incorporated
Neural fuzzy inference system, which make use of
the inference rule base automatically derived by
Genetic algorithm based rough set clustering
technique. The different data set is collected for
the experiments and the results shows the system
attain better accuracy and morereliable

(Tuan ZeaTan, et, ., 2008)*, proposed a
method for early detection of ovarian cancer to
reducethe death rate. The Complementary learning
fuzzy inference neural network(CLFNN) isusedto
exploit the lateral inhibition between the negative
and the positive samples. The CLFNN is tested
against the blood test data set, micro array data
set and proteomics data set  and it improves the
diagnosis accuracy with higher consistency.

(Bichen Zheng, et, a., 2013)?, proposed a
methodology for feature extraction to help for
breast cancer diagnosis. A K-means and SVM is
combined and an algorithm is developed. The
hidden patterns of the benign and malignant
tumors are recognied separately by utilizing k-
means algorithm. After that the SVM is used to
obtain aclassifier for differentiating theincoming
tumors. The method is tested against the
Wisconsin Diagnostic Breast Cancer (WDBC) data
set and the accuracy of the result attains 97.38%.
Preliminaries
Rough Set Theory

In early 1980, the rough set theory was
introduced by pawlak, whichisamathematical tool
to deal with uncertainty. Using the dataalone, the
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roughest theory determinesthe data dependencies
and reduce the number of attributes(P. K. Nizar
Banu and H. Hannah Inbarani, 2012)° (Amit Saxena,
et.a., 2014)1. The rough set helps to reduct the
irrelevant attributeswith minimal information loss.
Let Information system 1S=(U,A), where
U isanon-empty finite set of condition attributes,
va € 4, and there existsacorresponding function,
fa:U—V,, where V_ is the set of values of a. A
reduct of attributes set of condition attributesA is
a minimal set of attributes 5 < 4, where all
attributes & € 4 — B are dispensable and an
associ ated equival ence of indispensability relation
indicated by IND (B)
IND(B) ={(x,x") € U?|¥a € Ba(x) = a(x")}
()
Reducts are the subsetsthat are minimal,
which does not contain any dispensable attributes.
Theset of al reduct of anISisdenoted by RED(1S).
In feature selection process, thereduct calculation
has great significance and it enablesthe evaluation
of absolute reduction as well as reduction with
core(P. K. Nizar Banu, et al., 2012)°.

MATERIALS AND METHODS

The goal of this paper is to develop a
knowledge base system to efficiently classify the
different stages of ovarian cancer and normal case.
The dataset contains a numerous number of
attributes, to discover a minimum set of relevant
attributes to describe the dataset, a feature subset
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selection should be performed. The rough set
theory iswell known technique for feature subset
selection. The Hybrid Particle Swarm Optimization
and Ant Colony Optimization (PASO) is used to
optimize the rough set feature reduction to
effectively classify the ovarian cancer tumorseither
malignant (Stagel, Stagell, Stagelll, StagelV) or
benign. The Multi layer Feed forward neural
network (MFFNN) is used in the classification
stage to classify the data into different ovarian
cancer stagesand normal case. Thefigure 1 shows
the proposed intelligent system for early detection
of ovarian cancer.
Data Source

The Data set has been taken from the
Singapore National University Hospital (NUH)Y
where the dataset based on the blood test results
of 172patients, wherethe set contains 23 of normal
and 78 of benign cy<t, 10 of borderline, 19 of Stages
| and Il patientsand 42 of Stages|1l and IV patients.
The data set used for this research consists of 28
features and the feature are listed in the table 1.
PA SO and Rough set- based feature Selection

The PASO isused for the optimal feature
selection process. A large feature space is
considered, which consists of feature subsets and
each feature subset isviewed asaposition in such
aspace. Thereare 2N kind of subset for N feature
and they are different from each other inthelength
and features contained in each subset. The subset
with highest classification quality and least length
are considered as optimal position. The particle
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Fig. 1. Intelligent system for early detection of ovarian cancer
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swarmsare placed in the feature space, where each
particle occupies one position. The i particle is
represented as P=(p,,p,,.....p,). The best position
of any particleis X = (x,,X,,.....X ). Thevelocity of
particleisrepresented asV = (v,,,V,,,.....V, ). The
Particle flies to the space to determine the best
position. The particle changes their position by
communicating with each other for a time and
search around the local best and global best
position. The ants are placed in the space equal to
the number of particlesto efficiently perform global
exploration for quickly attaining the feasible
solution. A solution willbe generated by each ant

Table 1. Imporatant feature to identify ovarian cancer

Attribute Attribute

Number

1 Age

2 Blood Platelet

3 Packed Cell Volume (PCV)

4 Hemoglobin (Hgb)

5 2- Thromboglobulin (BTG)

6 Reaction Time of Thrombelastography
(TEG-R)

7 Coagulation Time of Thrombel astography
(TEG-K)

8 Maximum Amplitude of
Thrombelastography (TEG-MA)

9 Fibrinogen

10 Factor V11

11 Von Willebrand-Factor(VMF)

12 Thrombin-Antithrombin Complex (T/AT)

13 Prothrombin Fragment 1& 2 (F1+2)

14 Antithrombin Il Activity (ATAC)

15 Antithrombin 111 Antigen (ATAG)

16 Plasminogen

17 D-dimer

18 Tissue Plasminogen Activator (tPA) Activity

19 Tissue Plasminogen Activator (tPA) Antigen

20 Urokinase-like Tissue Plasminogen
Activator (uPA) Activity

21 Urokinase-like Tissue Plasminogen
Activator (UPA) Antigen

22 Urokinase-like Tissue Plasminogen
Activator (UPA) Receptor

23 Plasminogen Activator Inhibitor (PAI)
Activity

24 Plasminogen Activator Inhibitor (PAl) Antigen

25 Protein C Antigen (PCAQ)

26 Tissue Polypeptide Specific (TPS) Antigen

27 Tissue Factor Pathway Inhibitor (TFPI)

28 Cancer Antigen-125 (CA-125)
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around the global best position found among all
particles in the swarm up to iteration count. The
pheromone guided search mechanism of an ant
colony isimplemented locally to synchronize the
position of the particle in the PSO to attain the
feasible domain of the objective function faster.
The exploration ability of particle swarms guided
with ant has a better ability to perform feature
selection and discovers optimal subsets(Parag
Deoskari , €t, a., 2013) [7].The Figure 2 shows a
feature selection algorithm using PASO and Rough
Set
Representation and Updation of Velocity and
Position

The PASO is applied by considering the
position representation, velocity representation
and position update strategies. The position is
represented by binary bit stringsof length N (total
number of attributes. Every bit represents an
attribute, the value ‘1’ indicates that the
corresponding attribute is selected, while ‘0’ not
selected. The each position represents an attribute
subset. A positive integer is used to represent the
velocity of each particle, which varies between 1
andV__ . Itindicates how many of the particle’s
bits should be changed, at a particular instance in
time, to besimilar asthat of the global best position,
i.e. thevelocity of the particleflying ontheway to
the best position. The number of different bits
between two particles describes the difference
between their positions. Each particle velocity is
updated as following equation.

Vig —wr = orpe — oy ¥ el 1 x

W Ml an w flond{tm I:x,J.,,- p.-_.;:l (2)
wherec, andc, areacceleration constants,
w is the interia weight and rand is to change the
bitsrandomly.
Theinteriaweight reducethe search area
of the particle dynamically using

maxiterafion —t

Wy — l:-v"rr.'llk.:l:' - 1"'"?”:!1'-::] s — Wi

e

The particle update their position
according to the equation (1) and (2). Consider xg
be the number of different bits between the current
particle and gbest and the new velocity be V. For
updating the positions there exists two cases: i)
v = xg then the V bits of the particle are changed

maxileralion
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randomly, different from that of the gbest. The
particles move towards the global best instead of
being same asgbest. li) v = xgthen change all the
different bitsto be sameasthat of gbest and further
randomly change (v — gx) bitsoutside the different
bits between the particle and gbest. After reaching
theglobal best solution by the particle, it will keeps
on moving towards other directions, enabling

Input: C. the set of all conditional attributes
Output: Reduct B
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further search.
FitnessFunction

Fitness function represents the objective
function value of particle p at position x and
calculated as
|c |—|.x§|

Flxl)=ax *A[D:I + 4 x

Step 1: Intialize maximum iteration, random position and random velocity, c1.co.
Step 2: For i=1 to 5//5 is the number of particles
Ewvaluate the interia weight for particle I by using equation (3)
Evaluate objective function for particle I by using equation (4)

End for

Step 3: Determine the f,"*** {(p2***) = max{ F(x}), Flx ... F(&N
SIE{] 4- Intialize p.l?zp:m.-;r and be:'ﬁf-,: _ _,f:m'” fprﬁms:}

L
Step 5: While (1< maximuim iteration)
Fori=lto §

Calculate velocity »f for particle I by equation (2)

Update particle position

Calculate the objective function for particle Thyv using equation (4)
Calculate pheromone based search solution g} for particle 1
Evaluate the objective fanction for [(:))

if £ {a)<f (x})

Fixd=flay)

xi =z
End if
if phesti<fixy)

phesti= f(xl)

Determine the /" (p**) — muxip!, pf, ... 90 }

,p.r"f:pri!u'.cr and 'G.{TESH — Jlr'rfm.-.".'.'{p;m.-."t:}

vi=xi
Endif
if phestiafies
Endif

End For

End While
Step 5: Output reduct R
Fig. 2. Feature Selection algorithm
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Wherex! isthe condition attribute set and
itisrelativetodecisonD, v.: (D) istheclassification
quality, || is the ‘1" number of the length of the
selected feature subset or the number of attributes
for particle, |C|isthetotal number of features. The
classification quality and the subset length depend
on the two parameters and .
o.g[0,1]

B=1-a

..(5)

...(6)
The equation (5) and (6)indicate that the
classification quality and feature subset length
have various significancesfor the feature selection
task. Higher & assures that the best position is at
least areal rough set reduct. The fitness function
is evaluated for each position and the criteria are
to maximizethefitness.
Phermoneguided search by ACO in PSO

Theant will be put into the solution space

and itisequal to the number of particlesin solution
space. The pheromone guided search is applied
by the ant after the initial optimization and it is
used to update the position determined by the
particle in the previous stage. Around the gbest
position ( determined among al particles in the
swarm upto iteration count t, each ant i generate a
solution ( as the following equation

a = N(p.0) (7
where isthe mean and is the standard
deviation

Table 2. Reduced Feature Subset

Attribute Attribute

no
12 Thrombin-Antithrombin Complex (T/AT)
13 Prothrombin Fragment 1& 2 (F1+2)

17 D-dimer

18 Cancer Antigen-125 (CA-125)

Table 3. Number of reducts using Different
feature Selcetion Methods

Feature Selectionmethod ~ Number of Reducts

PA SO and Rough Set 4
PSO and Rough Set 7
Gentic And Rough Set 8
Rough Set 12
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In equation (7), the algorithm generates
component of the solution vector, which satisfy
Guassian distributionswith and , whereinitialy at
t=1vaueof andatendof eachiterationitwill be
updated as , where d is a parameter to produce a
better position within thisboundary. The objective
function value of iscomputed by the equation (1)
by replacing the position of (Current position of
particlei). if F() <Fthen =and. The pheromone
guided search technique of ant colony isintegrated
with PSO to act locally to synchronize the position
of the particles in solution space to obtain the
feasible domain of the objective function (P.S.
Shelokar, et., 2007)%2,

Classification

The feature space dimension is reduced
and the data set with new optimized features has
been built and it has been shown in the Table 2,
whichisrelated to the ovarian cancer. The MFFNN
is used for the Classification to classify the data
among different stages of ovarian cancer and non
ovarian cancer cases. The Multilayer Feed forward
neural network uses a supervised learning
algorithm to predict what category the pattern
belongs.

The input features will be fed into each
input unit in the input layer and the value coming
out of an input unit islabelled asx. A weight will
be associated with output of each input node. The
weight is represented as w, , where the weight of
theinput X; goesto the hidden unit z,. Theweighted
sum of inputs of each hidden node will be
calculated by using the following equation

2w (7
Where d represents the number of input units.

The sigmoid function is applied after
finding the weighted sum to determine the output
of the hidden node and itisgiveninthefollowing
equation.

Table 4. Error valuesfor an original feature set and

reduced feature set
Classifier Full Feature Set  Reduced feature Set
MAE RMSE MAE RMSE
MFFNN 0.28 0.47 0.19 0.38
Naive Bayes 0.31 0.55 0.25 0.48
SVM 0.29 0.49 0.25 0.44
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. , E:I;?:p""'i"._:'-"f_:'
z, = Slgmﬂld(:m] (8

Where the w, is calculated using the
equation by changing the higher limit dto H, where
h is the number of hidden nodes.

In MFFNN for classifing more than two
classes, it will have K output nodes for K
classes,then the network should learn moreweights
and it tends to have more expressive space to find
a sigmoid function. At each output nodes, the
sigmoid functionisapplied. The output nodewhich
generates the largest value tells that which class
the given input belongs and it can be done by
applying the max function to the outputs. The
softmax function is applied to the weighted sum,
where the softmax function hasthe ability to make
the maximum value of the output to be closeto 1
and rest of the output nodesto be closeto 0 (Lynne
E. Parker, 2006)*. The softmax function for the output
nodey, is calculated by the following equation.
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for updating the weights to minimize the squared
error between the network output and the target
output values. The update rules are obtained by
applying the partial derivativefor theerror function
with respect to the weightsto find how much each
weight is contribute to the error. The process will
bedonefor each layer iteratively in the network by
starting with the last set of weight and working
back towards the input layer.The weight update
for each unit is given in the following equation

Av, =n(rf —vyDz! -(10)

Aw, ;= W[Zizi(""h —vi)) z(1—zp)xg
(11

Wherer'isthetarget output, X' istheinput,
y' is the actual output and 77 is the learning rate
and it usually set to 0.1.

The gradient descent takesalong timeto
converge. So the Momentum is used in the
learning process, which update the current weight
by considering the previous weight update (Dr.K.

i H - :
v. = Softmax(o,) = :D _ = Ih:p};’ihzh UshaRani, t, al., 2010) [14]. By adding momentum,
i Y Lias Iiz.s Lizovmsr  the new weight update equations become
_ _ O wl =l + AV + el ~(12)
Where v, is the weightgoing in to the ’ ’ ’ ’
output unit i from the hidden unit h. . . . .
In learning phase, the feed forward Wy ; = wy; — Awy; + cx.ﬁw,‘i;i
backpropagation algorithm is used. The gradient
: . . . (13
descent is used in the backpropogation algorithm
A Classification Acenracy
o '.'.5 ;.:I '::':_;;
'E e | e o
= g U
[ = 0
: " Ak g Hf', I
= RIMSE D o
: o m B
" 4 I B I E MIDES Boaive Tayes ERHNE |
BAKEMM  Bouive AT o
Hayes Clazzifier
Fig. 3. shows the Mean absolute error and root mean  Fig. 3. Classification Accuracy
squareerror for @) original featureb) reduced feature
Table 5. Accuracy for different Ovarian Cancer Stages and Normal
Classifier Normal  Stagel  Stagell Stagelll StagelV  Overal
MFFENN 100 98 95 95 92 96
SVM 94 92 90 88 85 91
Naive Bayes 97 94 92 91 89 93
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EXPERIMENTALRESULTS

The dataset contains the 28 features,
among them 4 features are selected by the PASO
and rough set based feature selection, where these
features have the ability to determine the
seriousness of the tumor in ovary. These features
arefed into the MFFNN and network islearned by
backpropagation a gorithm with momentum using
these features. The Table 111 shows the number of
features selected by the different methods and the
PASO and rough set based feature selection has
better ability to obtain an optimized feature set for
classifying the ovarian cancer disease from the
normal case.

The Performance of the feature selection
algorithm is evaluated using the Mean Absolute
Error (MAE) and the root mean square Error
(RMSE).

The Mean absolute error is the average
of the difference between the predicted and actual
valuein all test cases.

||:_,_—|:,_|—|E:—Czl_"'_lc:ﬂ_—c:’;l

MAE =

..(14)

The root mean squared error yields the

error value the same dimensionality as the actual
and predicted values.

I — = , =
[la,—e, )" Hlag—ea "+ Fiay—cnl”

EMSE = |
\

T

(15

Wherethe c, isthe computed valueand g
is the corresponding corrected value

TablelV givestheMAE and RM SE value
for original and reduced feature sets. These values
are shown graphically in Figure 3. The MFFNN
yields minimum error ratethan other classifier with
thereduced features. The performance of the PASO
and rough set based feature selection attains
minimum error ratefor al classification techniques
than the original feature set.

The accuracy of the proposed intelligent
system is measured in terms of classification
accuracy. The classification accuracy depends on
thecorrectly classified instancesand it iscal culated
by thefollowing formula

Number of instances classified correctly
Total number of instances

-.(14)

Classification Accuracy =

JPAM, Volume 09, Special Issue on Recent Research Challenges in Bio-medical Applications

KUMAR: BIG DATA ANALYSIS & DESIGN OF INTELLIGENT SYSTEM

The classification accuracy of the
proposed system is compared with the SVM and
Naive Bayes and it has achieved 96% accuracy
overall anditisshowninthefigure 3. TheTableV
shows the accuracy of the different stages of
ovarian cancer and normal classified and the
proposed system achieves better accuracy than
the SYM and Naive Bayes.

CONCLUSON

Ovarian cancer diagnosisisan important
research because early detection and accurate
staging will help to increase the survival rate of
the patient. The paper proposed an intelligent
system based on the datamining Feature Selection
and Classification. The Feature Selection using the
Rough set theory and obtaining an optimized
feature set by combining PSO and ACO for better
convergence. The Multilayer Feed Forward Neural
Network isused for classifying the different stages
of ovarian cancer and normal cases by using the
optimized features. The Backpropagation
algorithm with momentum is used on the learning
stage for the classifier. The experimental results
show that the proposed intelligent system attain
better accuracy than other classifier technique
using the reduced features. The proposed
Intelligent system is capable to provide a
suggestion for the diagnosti ¢ processes of adoctor.
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